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Abstract: Motivated by the contradictory arguments about the relationship 
between data and theory in science, such as the holistic, data relativizing Du-
hem/Quine thesis of the underdetermination of theory by data, and a new 
empiricism, according to which the availability of large amounts of data is a 
sufficient basis for objective science, I analyze, both historically and conceptu-
ally, the generation of two highly important conflicting theories in early mo-
lecular biology: Linus Pauling’s structural and Francis Crick’s informational 
theory of biological specificity and protein synthesis. My goals are: (1) To ex-
plore the relationship between experimental data, knowledge, and theory in 
Pauling’s and Crick’s theories. (2) To show that both Pauling and Crick based 
their views on only a few, and almost the same, experimental data, evaluating 
them, however, from the different perspectives of structural chemistry and in-
formational biology. (3) To argue that despite the apparent equivalence of da-
ta, the theories themselves were not equivalent, scientific theory choice was 
possible on the basis of knowledge beyond the direct experimental data, and 
that in general data does not speak for itself.  

Keywords: underdetermination, subjectivity, protein synthesis, template theories, 
sequence hypothesis. 

1. Introduction 
Starting with the Human Genome Project and the availability of unprece-
dented amounts of sequencing data and powerful computational techniques, 
a new type of biology that is ‘data-driven’, not ‘hypothesis-driven’, has been 
proclaimed (Aebersold et al. 2000) that has given rise to a controversy about 
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the efficacy and efficiency of ‘data-driven’ versus ‘hypothesis-driven’ research 
(Weinberg 2010, Golub 2010). These conflicting opinions about the prece-
dence of data or theory raise a number of questions, such as: Is there ‘data-
driven’ research without prior hypothesis, and is there ‘hypothesis-driven’ or 
‘theory driven’ research without relevant prior data? If hypotheses and theo-
ries are not determined by data, what are they based on?  
 The question of how hypotheses or theories are generated was considered 
philosophically irrelevant by mainstream 20th-century philosophers of sci-
ence, in particular Karl Popper, but also other followers of logical empiricism 
and critical rationalism. The distinction between a ‘context of discovery’ and 
‘context of ‘justification’, where only the latter was considered amenable to a 
rational analysis, was an important argument in the justification of scientific 
rationality (see e.g. P.A. Kirschenmann 1991).  
 Other philosophers and scientists regarded the relationship between data 
and theory very important. Their answers to the questions above strongly 
depended on philosophical preferences that lie between the two positions of 
anti-empiricism and empiricism. These positions are here exemplified by the 
Duhem/Quine thesis of the underdetermination of theories by data on the 
one hand, and old and new empiricist approaches on the other. Following 
Larry Laudan (1990), I use the term theory in a very general way, not clearly 
distinguished from hypothesis, namely as any universal statement that pur-
ports to describe and explain phenomena of the natural world. 

1.1 The underdetermination thesis  

Around 1900 the physicist Pierre Duhem proposed what became known as 
the notion of underdetermination of theory by empirical evidence: he held 
that in physics the evidence available to us at a given time is insufficient to 
determine what scientific beliefs we should hold in response to it. His view 
was closely related to his holism, namely that a physicist can never subject an 
isolated hypothesis to experimental test, but only a whole group of hypothe-
ses; among his examples were Newton’s particle theory and Huygens’s wave 
theory of light (Duhem [1906] 1954).1 
 While Duhem confined his views to physics, the philosopher Willard 
Quine, around 50 years later, extended ‘underdetermination’ to all other are-
as, including logic. He held that all theories are so underdetermined by the 
data that a scientist can, if he wishes, hold on to any theory he likes (Quine 
1951). According to Larry Laudan, who critically revealed the assaults on 
methodology in which the underdetermination thesis was used as a justifica-
tion, Quine’s holism implied a demonstration of the ambiguity of falsifica-
tion: the failure of a prediction falsifies only a block of theories as a whole; it 
does not show which of the theories is wrong. Quine thought that only sys-
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tems or complexes as a whole can be falsified, but that the choice between 
individual theories in them is radically underdetermined (Laudan 1990).  
 The thesis that any scientific theory is necessarily underdetermined by 
evidence has been used since the 1980s as a rationale for the claim that theory 
choice must to a large extent be the result of extra-scientific factors, such as 
social processes of ‘negotiation’ and personal interest. This claim has been 
well received in science studies, because it provides a general and logical rea-
son for the necessity of social and other factors in the designation of the con-
tent of scientific theories (see e.g. Hesse 1981, Laudan 1990, Hacking 2000, 
Norton 2003).  

1.2 Causal-mechanistic methodology and a new empiricism  

In contrast to the underdetermination thesis, empiricist and positivist ap-
proaches consider sense perceptions and observational data to be a sufficient 
basis for the generation of theories. However, with biology becoming an ex-
perimental science at the end of the 19th century, and a molecular science in 
the middle of the 20th century, the generation of hypotheses, experimental 
testing, and a causal-mechanistic methodology became dominant epistemolo-
gies on which models and theories were based.  
 In recent years, powerful sequencing techniques, new computing tools, 
and high-throughput technology have impacted many areas of biology and 
provided new tools for tackling formerly largely unapproachable phenomena. 
The importance of data is especially large in genomics that assumed “one of 
the most prominent positions in terms of raw data scale across all the scienc-
es” (Fábio et al. 2019). The new technologies have often been fruitfully in-
cluded into causal-mechanistic research at a systems level. But they have also 
promoted data-driven research that does not go beyond establishing correla-
tions, particularly in translational biomedical research. The ‘big-data revolu-
tion’ in the biomedical sciences is most visible in the rise of large institutions 
of translational research whose work is based on big-data technology such as 
the establishment of the Broad Institute on human genomics by Harvard 
University and MIT and of institutions of personalized medicine, such as the 
Center for Genomics and Personalized Medicine of Stanford University. 
 The ‘big data’ revolution in various sciences and also outside science has 
led some commentators to pronounce a ‘new era of empiricism’. It is charac-
terized by a new epistemology which marginalizes hypotheses, experimental 
testing, and the search for causes, and relativizes knowledge prior to the ap-
plication of an algorithm, as well as by a new scientific paradigm, namely da-
ta-intensive exploratory science (critical overviews of ‘big data’ epistemolo-
gies are e.g. in Kitchin 2014 and Rieder & Simon 2017). Some think that in 
this ‘new era of empiricism’, the large volume of “data accompanied by tech-
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niques that can reveal the truth, enables data to speak for themselves free 
from theory” (Kitchin 2014). Though for now most biologists would disa-
gree with such a statement, there is a tendency to conduct genomic research 
related to diseases with ‘big data’ alone without experimental hypothesis test-
ing. In such data focused research, the problem of underdetermination would 
no longer be relevant.  
 This present paper aims at assessing the relationship of data, theory, and 
personal factors such as scientific belief in a prominent case in the history of 
molecular biology, namely Linus Pauling’s structural theory, and Francis 
Crick’s informational theory of biological specificity and protein synthesis.2 
This case also highlights notable differences between a chemical and a biolog-
ical perspective.  
 I show that both Pauling and Crick based their hypothesis on experi-
mental data, but only a few, and nearly the same ones. I claim that despite 
this apparent ‘underdetermination’, theory choice was possible at the time 
when the direct data was complemented by logic, causal analysis, and broad 
knowledge also outside the field in question, and that this case supports the 
view that experimental data are important for the generation of hypotheses 
or theories in biochemistry and molecular biology, but taken alone do not 
determine them. 

2. Linus Pauling’s Structural Theory of Biological Spec-
ificity and Protein Synthesis 

2.1 The theory and its background 

Linus Pauling (1901-1994) was one of the greatest American chemists of the 
first half of the 20th century. He rebuilt chemistry on the foundation of 
quantum physics through his significant contributions to our understanding 
of chemical bonding and chemical structure. He wrote three of the century’s 
most influential chemistry books, among them his 1939 textbook The Nature 
of the Chemical Bond and the Structure of Molecules and Crystals: An Introduc-
tion to Modern Structural Chemistry that has played a crucial role in chemical 
education. In the late 1920s he became a pioneer in the physical chemistry of 
biological macromolecules, in particular proteins. In 1951 he discovered two 

secondary structures, the α helix and the β sheet, as stable conformations of 
polypeptide chains (his subsequent attempt to elucidate the structure of 
DNA was, however, not successful). In 1954 he was awarded the Nobel Prize 
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in Chemistry ‘for research into the nature of the chemical bond and its appli-
cation to the elucidation of complex substances’. 
 Pauling was an early advocate of the idea that biological specificity had a 
molecular basis, namely the three-dimensional shape of proteins. The concept 
of biological specificity has played a crucial role in biology as a modern ex-
perimental science since its beginnings in the nineteenth century. At first a 
morphological-organismic concept related to the specificity of organisms, 
species, and higher taxonomic ranks, it was later conceptualized as biochemi-
cal and informational specificity. Pauling’s basic idea of specificity being 
based on specifically shaped molecules proved of great value to the advance 
of biological sciences. However, his belief that proteins’ three-dimensional 
structures were created by moulding proteins to the template of other pro-
teins, antigens, or genes and that their amino acid composition or sequence 
were not relevant, was not fruitful and shown to be mistaken.  
 Pauling expressed this view since the mid-1930s. In a lecture in 1937 he 
considered “the secret of life itself” to lie in “how a protein molecule is able 
to form, out of an amorphous substrate, new protein molecules that are made 
after its own image” (cited in Strasser 1999). He promoted the view that 
templates and the complementarity of molecular structures were responsible 
for all biological specificity; for example, he believed that genes served as 
templates on which the enzymes which are responsible for the chemical char-
acters of the organism are moulded (Strasser 2006). Pauling’s structural-
chemical three-dimensional template theory became the prevailing view on 
protein synthesis and biological specificity and remained so until the early 
1960s. 

2.2 Data on which the theory was based  

2.2.1 Experiments by Pauling himself and his colleague Alfred Mirsky on 
reversible and non-reversible protein denaturation (i.e. the loss of their 
specific properties) 

The experiments gave rise to the structural theory of proteins, according to 
which a native protein molecule (showing specific properties) “consists of 
one polypeptide chain which continues without interruption throughout the 
molecule”, and “is folded into a uniquely defined configuration, in which it is 
held by hydrogen bonds” (weak bonds between two molecules) (Mirsky & 
Pauling 1936). Pauling and Mirsky proposed that all proteins were long 
chains of amino acids – a view that was not yet generally accepted at the time 
– that differed in their properties because of their shape, and they attributed 
the characteristic specific properties of native proteins “to their uniquely de-
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fined configurations” (the folded shape of proteins are today called confor-
mations).  

2.2.2 The demonstration by immunochemists of the existence of a multi-
tude of specific antibodies in one organism 

Since 1910, antibodies were even found against substances that had been 
chemically modified, i.e. not naturally occurring substances. These phenome-
na provided a strong support for ‘template theories’, in which an antigen di-
rectly modifies, or ‘instructs’, the shape of a normal serum protein to confer 
upon it the appropriate specificity. Unlike Paul Ehrlich’s earlier ‘selective 
theory’ of antibody formation, in which randomly produced pre-existing an-
tibodies were ‘selected’ by antigens, template theories did not postulate a 
wasteful production of large varieties of antibodies prior to encountering an 
antigen, but followed the ‘rule of parsimony’, promoted by the physicist and 
philosopher Ernst Mach, according to which Ehrlich’s theory was ‘uneco-
nomical’.  
 The immunologist Niels Jerne has pointed out that the generation of an-
tibodies is one of several cases in the history of biology in which an ‘instruc-
tive’ theory was initially proposed to account for the underlying mechanism, 
but was later replaced by a ‘selective’ theory (Jerne 1967). This distinction 
between ‘instructive’ and selective theories was also used in the field of cul-
ture. Citing Jerne, the founder of generative linguistics Noam Chomsky con-
sidered this distinction relevant for the understanding of the generation of 
language in development (Jenkins 2000, p. 84).  
 Pauling himself put forward an ‘instructive’ template theory of antibody 
formation in 1940, according to which antigens ‘instruct’ the ends of globulin 
molecules to fold complementarily to their structure, thus becoming specific 
against these antigens.3 He held that “all antibody molecules contain the same 
polypeptide chains as normal globulin, and differ from normal globulin only 
in the configuration” (Pauling 1940). 

2.2.3 Experimental data from Pauling’s research on the molecular basis of 
sickle-cell anaemia during the 1940s and early 1950s that reinforced Pau-
ling’s three-dimensional template theory of protein specificity and as-
sumption of the irrelevance of amino acid sequence most strongly 

Sickle cell anaemia was discovered in 1910; its Mendelian inheritance, as-
sumed early, was confirmed in 1949.4 Pauling had studied the binding of oxy-
gen to haemoglobin (Hb) since 1935, and when he learned that only deoxy-
genated blood of sickle cell anaemia patients had sickle-shaped red cells, he 
assumed that Hb was probably somehow involved in the sickling process. 
His belief in the central importance of protein shape for function led him to 
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hypothesize that Hb changed its shape in the sickled cells. In the mid-1940s 
he started a research project in order to test this hypothesis.5 In 1949 his stu-
dent Harvey A. Itano succeeded to clearly demonstrate a difference in elec-
trophoretic mobility and thus electrical charge between normal and abnormal 
Hb (Pauling et al. 1949). Through chromatographic analyses that he con-
ducted with Walter Schroeder he believed to have excluded the possibility 
that a difference in amino acid composition between normal Hb and sickle 
cell Hb caused the electrophoretic differences.  
 Based on these results, Pauling put forward the bold hypothesis that sick-
le cell anaemia was related to the structure of Hb and thus was a molecular 
disease caused by alterations in the shape of the Hb molecule. He was con-
vinced that “the polypeptide chains involved in sickle-cell-anemia globin are 
the same as those involved in normal adult human globin”. The difference in 
structure between these molecules, Pauling held, was “simply a difference in 
the way in which the polypeptide chains are folded” (Pauling 1952). Pauling 
believed that normal and abnormal haemoglobin molecules were “composed 
of the same polypeptide chains” and that “the gene responsible for the sickle 
cell abnormality is one that determines the nature of the folding of polypep-
tide chains, rather than their composition” (cited in Strasser 2006). 

2.2.4 Protein chemists’ claims between the 1930s and 1950s of having 
found numerical regularities in proteins’ amino acid compositions 

Despite inconclusive evidence in support of the hypotheses of numerical reg-
ularities in the amino acid compositions,6 Pauling favored them (Pauling & 
Niemann 1939). If the hypotheses had been confirmed, the amino acid se-
quence would have to be excluded from being the basis of protein specificity 
(or to use later terminology, from carrying biological information). The im-
portance of irregularity or aperiodicity for biological specificity was high-
lighted by Erwin Schrödinger in his book What is Life (1944), in which he 
likened a gene to an aperiodic crystal carrying the code of life, an idea that 
proved influential for Watson and Crick’s work on the structure of the DNA 
double helix in 1953. Pauling, who as a postdoctoral fellow had spent some 
time in Schrödinger’s laboratory studying quantum mechanics, did not men-
tion code or aperiodicity in his later work on proteins. It should be added 
that some fibrous proteins, such as silk and collagen, in fact possess some 
kind of regularities in their amino acid sequences; thus glycine is found in 
almost every third position of the polypeptide chain of collagen. However, 
the amino acids in antibodies or in proteins that are involved in regulatory 
processes in the cell or in the body, in particular in enzymes and hormones, 
do not have a regular sequence.  
 Pauling propagated his three-dimensional template theory of protein syn-
thesis until at least the late 1950s. If he referred to new contradictory exper-
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imental data at all, such as Frederick Sanger’s demonstration that amino acids 
in at least one protein, insulin, were not periodically arranged (1952) and that 
species differ in the amino acid sequence of insulin (1955), he integrated 
them into his theory as auxiliary assumptions. Thus in his proposal of a two-
step protein synthesis he tried to accommodate Sanger’s findings, suggesting 
that genes determine amino acid sequences in the first step, while proteins’ 
shapes are determined by outside templates such as antigens (Strasser 2006).  

3. Francis Crick’s Informational Theory of Biological 
Specificity and Protein Synthesis  

3.1 The theory and its background 

Francis Crick (1916-2004) was one of the most successful early molecular 
biologists, elucidating, together with James Watson, the three dimensional 
structure of DNA and, among many other things, contributing decisively to 
the solution of the genetic code. His numerous distinctions included the 
1962 Nobel Prize in Physiology and Medicine that he was awarded together 
with James Watson and Maurice Wilkins ‘for their discoveries concerning the 
molecular structure of nucleic acids and its significance for information 
transfer in living material’. 
 Crick began his career as a physicist conducting research for a Ph.D. the-
sis in physics (which he never completed) at the University College London 
from 1937 to 1939. At the outbreak of the Second World War he began to 
work for the military, first designing magnetic and acoustic mines to destroy 
ships, and after the war working for the naval intelligence. Losing interest in 
working for the military and in physics, he increasingly became fascinated 
with basic questions of biology and the molecules of life, for example in what 
he called the great mystery of life, namely how the division between the liv-
ing and the non-living was decided. His transition to biology was influenced 
by his reading of Schrödinger’s What Is Life (1944) and Pauling’s The Nature 
of the Chemical Bond and the Structure of Molecules and Crystals (1939), and 
he privately studied organic chemistry and biology. In 1949 he joined Max 
Perutz’s project in Cambridge on the X-ray diffraction of proteins, and since 
there were no textbooks on the method yet, he learned the mathematics, 
needed to transform X-ray patterns into models of molecular structures, 
himself (Crick 1988, p. 46). As remembered by a friend, he often sought “to 
grasp the theory by a combination of imagery and logic, and only later to slog 
through the algebraic details” (Logothetis 2004). As will be shown below, 



 Data, Theory, and Scientific Belief in Early Molecular Biology 33 

 

imagery and logic (in addition to scientific rigor) remained his guiding prin-
ciples throughout his career. In 1954 he completed his Ph.D. thesis with Pe-
rutz on ‘X-ray diffraction: polypeptides and proteins’. 
 A year earlier, as is well-known, Crick completed his most acclaimed sci-
entific work, the elucidation of the DNA double helix structure, together 
with James Watson, with whom he had collaborated in Cambridge since 1951 
(Watson & Crick 1953a/b). For Crick, this discovery had no less importance 
than that they had “found the secret of life” (Watson 1968, p.115): the struc-
ture of a molecule that appeared to provide for a molecular explanation of 
both gene replication and biological specificity, summed up in a term used for 
the first time by these authors, namely ‘genetical information’ (Watson & 
Crick 1953b). The history of this discovery has been amply commented on 
including in Watson’s and Crick’s autobiographies (Watson 1968, Crick 
1988; a pioneering book among the historical treatises on the subject is Olby 
1974; see also Judson 1996, Morange 1998, 2020, and Sarkar 2007). Here I 
only highlight the paragraphs of Watson and Crick’s 1953 papers that relate 
to Crick’s theory of protein synthesis.  
 Watson and Crick made it clear that in the DNA double helix molecule, 
“the sequence of bases on one chain is irregular” (Watson & Crick 1953b), a 
statement that was reminiscent of Schrödinger’s idea of ‘aperiodic crystal’ 
with which he compared genes and that, unlike the periodic crystals in the 
inorganic world, could carry the ‘code of life’ (Schrödinger 1944). They also 
rendered the idea of code more concrete and introduced, for the first time, 
the term ‘genetic information’:  

The phosphate-sugar backbone of our model is completely regular, but any 
sequence of the pairs of bases can fit into the structure. It follows that in a 
long molecule many different permutations are possible and it therefore seems 
likely that the precise sequence of the bases is the code which carries the ge-
netical information. [Watson and Crick 1953b] 

However, they were unable to attribute a concrete meaning to ‘code’ or ‘ge-
netical information’. Concepts by mathematicians about code and infor-
mation (see below) were not helpful in addressing concrete problems in biol-
ogy (below). The prevailing theory for the genetic determination of the syn-
thesis of specific proteins was Pauling’s template theory: genes provide phys-
ical templates for protein structures, not instructions for amino acid se-
quences.  
In contrast, four years after his and Watson’s discovery, Crick generated a 
completely different theory, namely that genes provide nucleotide sequences, 
that are the information necessary for the determination of the amino acid 
sequences, and indirectly proteins’ specific shapes (Crick 1957). Crick devel-
oped these ideas in discussions with Sydney Brenner (Crick 1958). 



34 Ute Deichmann 

 

3.2 Data on which Crick’s theory was based 

3.2.1 Data used by and/or known to Pauling 

It is interesting that Crick based his theory largely on experimental data that 
Pauling either used or at least knew about, although in some crucial cases he 
assessed it differently. Among them were:  

•  Pauling’s and others’ work on protein structure and other elementary 
facts about proteins, such as their composition of only 20 amino acids, 
and a high probability of a given protein having a fixed composition 
and folding (Crick 1958).  

•  Experiments about function and structure of DNA on which he and 
Watson based their DNA double helix model. They showed that genes 
most probably consisted of DNA and suggested that the 1953 DNA 
model was correct. Pauling, too, admitted this, realizing that his own 
DNA model was mistaken.  

•  The information discourse in the sciences that started in the late 1940s. 
‘Information’ became a key scientific concept through the work of the 
US National Research and Development Committee, which was set up 
by President Roosevelt to fund scientific research into military prob-
lems.7 Among its members were the mathematician Claude Shannon, 
the author of The mathematical theory of information, 1948, and Norb-
ert Wiener, who published Cybernetics in the same year. At a Symposi-
um in California in 1948, which was attended by biologists such as Max 
Delbrück and George Beadle, Hungarian-American mathematician and 
computer scientist John von Neumann envisaged a biological equiva-
lent of a computing machine able to reproduce itself with a set of in-
structions corresponding to a gene, in which he regarded the gene as an 
‘information tape’ that could program the organism (Cobb 2013). Bea-
dle and Delbrück were colleagues of Pauling’s at the California Insti-
tute of Technology, and Pauling had written a joint paper with 
Delbrück (on the nature of intermolecular forces) some years earlier. 
But there is no indication that the ‘information discourse’ affected 
Pauling’s thinking on protein synthesis. 

   In general, this discourse did not impact genetic or biochemical re-
search in any concrete way. Code and information became and re-
mained vague ways of interpreting genetic phenomena rather than pre-
cise theoretical frameworks (Kay 2000). According to Matthew Cobb 
(2017), Shannon’s strict version of information turned out to be, for 
the time being, pretty much of a dead end in biology, at least regarding 
the concept of genetic information. Instead, as Lily Kay (2000) em-
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phasized, information became an important and motivating metaphor 
in biological research.  

   It can be assumed that Crick knew of the information discourse – 
Watson co-authored a hoax paper on the fashionable usage of cyber-
netics in bacterial genetics in 1953, shortly before his and Crick’s pub-
lication of the double helix model (Cobb 2013; for the growth of ‘in-
formation’ in popular discourse, see also Cobb 2015). But there is no 
indication that this discourse played a motivational role in Crick’s fo-
cusing on the problem of genetic information. He was rather interest-
ed in the concrete chemistry behind this phenomenon, and the most 
important data for his ‘sequence hypothesis’ were provided by chemis-
try. In particular, there were:  

•  Experimental results by protein chemists questioning the periodicity 
hypothesis of protein structure. Crick was following most closely the 
work by Frederick Sanger, who in the 1950s not only showed that 
amino acids were not periodically arranged, but who also, for the first 
time, showed that their sequence was species-specific: the insulin se-
quences of four species of mammals were slightly different (Crick 
1958). Unlike Pauling, Crick attributed high significance to Sanger’s 
results: “It can be argued that these [amino acid] sequences are the 
most delicate expression possible of the phenotype of an organism and 
that vast amounts of evolutionary information may be hidden away 
within them.” (Crick 1958) However, he had to admit that there was 
no evidence so far to prove that these differences of amino acid se-
quences between species were under the control of Mendelian genes, 
which was necessary to relate DNA base sequences to amino acid se-
quences.  

3.2.2 Data that Crick actively sought for  

Convinced that DNA controls the synthesis of proteins by determining their 
amino acid sequence, Crick actively sought for experimental evidence, re-
search that is discussed in more detail here. He knew that there were no 
methods yet to sequence DNA and RNA. The only way to proceed was 
therefore to use mutants, e.g. of bacteria, and analyze the amino acid se-
quences of their proteins, something, Crick believed, had become possible at 
least for small proteins with the techniques developed by Sanger (Crick 1988, 
102-103). In 1954, the question of a visiting geneticist, Boris Ephrussi, 
whether perhaps cytoplasmic genes (a vague short-lived concept) determined 
the amino acid sequences, whereas nuclear genes just folded proteins correct-
ly – a suggestion that is reminiscent of Pauling’s two-step protein synthesis – 
convinced Crick that in order to show the centrality of sequence in nuclear 
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genes, he had to show that a single mutation in a nuclear gene changed one 
amino acid in the protein it coded for (Crick 1988, p. 103).  
 To this effect he started to collaborate with a newly arrived colleague at 
the Cavendish laboratory, the protein chemist Vernon Ingram, who had 
come to England as a Jewish refugee from Nazi Germany. Ingram agreed to 
collaborate with Crick on this genetic problem, the first time an attempt was 
made to bridge the two fields of genetics and biochemistry by experiments at 
the molecular level. Their efforts to find mutations in the enzyme lysozyme 
in various strains of chickens did not reveal positive results (Crick 1988, p. 
105).  
 They started a new approach when they received some sickle cell Hb from 
Max Perutz, the head of the laboratory. Crick knew Pauling’s work on sickle 
cell Hb, and he knew that human sickle cell-anaemia was the most prominent 
case “where a Mendelian gene has been shown unambiguously to alter a pro-
tein” (Crick 1958). He also knew that Pauling’s methods were too crude to 
detect single changes in amino acid composition in proteins. Using Sanger’s 
newly developed technique of fingerprinting, a combination of electrophore-
sis and chromatography, Ingram began to search for differences in the amino 
acid sequences between normal and sickle cell Hb.  
 In 1956 Ingram succeeded in confirming the change of one amino acid 
conclusively: in sickle cell Hb, one glutamic acid residue was exchanged by a 
valine one (Ingram 1956). This was the first demonstration of a change in 
amino acid sequence caused by a Mendelian gene, and Crick could state that 
“until recently it could have been argued that this was perhaps not due to a 
change in amino acid sequence, but only to a change in the folding” but that 
it had been “conclusively shown by my colleague, Dr Vernon Ingram” that 
“the gene does in fact alter the amino acid sequence” (Crick 1958).  
 Relating to the possible “surprise” that such a result – “the alteration of 
one amino acid out of a total of about 300 can produce a molecule which 
(when homozygous) is usually lethal before adult life” – can cause in many 
people, he added: “For my part, Ingram’s result is just what I expected.” 
(Crick 1958) The background for this expectation is as follows: Ingram at 
first thought to have found a change in two amino acids, and only when 
Crick urged him to repeat the experiment, he confirmed that there was only a 
change in one amino acid. Crick wanted and expected this result, because 
sickle-cell anaemia was caused by one mutation, and a change in two amino 
acids would have suggested an overlapping code (Crick 1988, p. 105; Olby 
2009, p. 264) that had just been ruled out experimentally by Sydney Brenner 
(Brenner 1957, Hayes 1998). An overlapping code would mean that one 
DNA base was contained in more than one codon. 
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3.3 The ‘sequence hypothesis’ 

Because this little data could be logically linked to established knowledge 
about the structure of proteins and DNA, Crick considered it to be a strong 
confirmation for his belief in the centrality of sequences and to be sufficient 
to suggest a concrete meaning of the term ‘information’: “The specification 
of the amino acid sequence of the protein” (Crick 1958). There was no evi-
dence yet that amino acid sequences determined the three-dimensional shape 
of proteins, and most researchers believed that “the synthesis of the polypep-
tide chain and its folding” should be considered separately with a special 
mechanism leading to folding up the chain. In spite of these objections, Crick 
believed that “the more likely hypothesis is that the folding is simply a func-
tion of the order of the amino acids” (Crick 1958).  
 Realizing that a precise technique to study protein folding did not yet ex-
ist, whereas amino acid sequences could be approached experimentally, he 
decided to focus his reasoning on the latter, and in that sense proposed two 
general principles of protein synthesis, the “Sequence Hypothesis” and the 
“Central Dogma” (Crick 1958). For the questions of biological specificity 
and protein synthesis that are central to the present paper it is sufficient to 
look at the meaning Crick gave to his Sequence Hypothesis and not to regard 
the Central Dogma that has been widely commented on elsewhere (e.g. Crick 
1970, Fantini 2006, Kay 2000, Morange 2006, Strasser 2006, Rosenberg 2006, 
Weber, 2006). The Sequence Hypothesis simply stated that “the specificity of 
a piece of nucleic acid is expressed solely by the sequence of its bases, and 
this sequence is a (simple) code for the amino acid sequence of a particular 
protein.” (Crick 1958) The basic correctness of Crick’s hypothesis/principle 
was soon experimentally confirmed and became generally accepted. Genetic 
information based on sequences received a central place in many fields of bi-
ology, such as genetics, development, and evolution, a fact that prompted the 
author of The Eighth Day of Creation, Horace F. Judson, to the statement 
that “Crick permanently altered the logic of biology” (Judson 1996). 
 Later, it became clear that not all DNA sequences code for amino acid 
sequences, something that Crick had anticipated himself. He later wrote that 
he “should have said that the only way for a gene to code for an amino acid 
sequence of a protein is by means of its base sequence. This leaves open the 
possibility that parts of the base sequence can be used for other purposes, 
such as control mechanisms (to determine if that particular gene should be 
working and at what rate) or for producing RNA for purposes other than 
coding.” (Crick 1988, pp. 108-109) 
 This vision that parts of the sequences can be used for control mecha-
nisms of gene expression became concrete several years later, for example in 
the work by molecular embryologist and systems biologist Eric Davidson, 
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who devoted his life to researching the ‘regulatory genome’, i.e. the sequenc-
es that provide for embryonic regulation. He pointed to the “fascinating 
world of logic and mechanism that originates in the program of the genome. 
I’m not talking about encoding proteins; I’m talking about how the shape of 
the regulatory network modules determines its function.” (Davidson 2016) 
This was not the three-dimensional shape of proteins but related to a topo-
logical model of gene regulatory networks (Peter & Davidson 2015).  

4. The Underdetermination Thesis and the Case of 
Pauling’s and Crick’s Contradictory Theories 
The case of Pauling and Crick shows that two central biological theories in 
early molecular biology were indeed underdetermined by data: the two con-
tradictory theories of biological specificity and protein synthesis were based 
on few, and almost the same, direct experimental data, which were in part 
evaluated differently. These theories consisted of several parts. Pauling’s the-
ory said that (i) biological specificity is based on the three-dimensional pro-
tein shape, and (ii) three-dimensional templates, not sequences, determine 
these shapes. Crick’s theory said that (i) biological specificity is based on 
base sequences that determine amino acid sequences, and (ii) amino acid se-
quences determine protein shapes. The first part of Pauling’s theory was 
complementary, not contradictory to Crick’s theory, but the second part and 
Crick’s theory contradicted each other.  
 Unlike in the Duhem/Quine ‘underdetermination’ thesis, the parts were 
testable independently from one another, and the fact that the theories were 
supported by nearly the same data did not mean that they were equivalent, 
i.e. had the same explanatory or predictive power. Despite his appreciation of 
Watson and Crick’s 1953 papers which emphasized the role of base sequenc-
es, Pauling’s theory lacked a causal connection of protein synthesis to DNA 
sequences. He also suppressed evidence that called into question several tem-
plate theories of generating (not reproducing) specificities. He maintained 
the template theory of protein synthesis by purely speculative auxiliary hy-
potheses, such as that of the two-step protein synthesis mentioned above. 
Crick’s part two was not based on any evidence, but there was no contradict-
ing evidence either. 
 Pauling’s theory of biological specificity being based on the three-
dimensional shape of proteins (part one of his comprehensive theory), as well 
as Crick’s sequence hypothesis were fruitful and reliable and, after some 
modifications, were regarded true. That fruitful theories did not have to be 
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based on much data was clearly expressed by Crick regarding his sequence 
hypothesis:  
 “The direct evidence [for the sequence principle and central dogma] is 
negligible;” “I shall also argue that the main function of the genetic material 
is to control (not necessarily directly) the synthesis of proteins. There is a 
little direct evidence to support this, but to my mind the psychological drive 
behind this hypothesis is at the moment independent of such evidence.” 
(1958) (emphasis added) The little direct evidence was the difference of one 
amino acid between normal Hb and sickle-cell Hb as a genetic anomaly.  
 That a hard scientist like Crick sees the ‘psychological drive’ for his hy-
potheses as more important than direct evidence may at first sound surpris-
ing. But the question is what he might have understood by ‘psychological 
drive’. In my opinion this ‘drive’ was based on, first, knowledge also beyond 
the direct field of research, such as knowledge of the fundamental importance 
of proteins in the cell, the species specificity of their sequence, and the 
uniqueness of sequence in DNA structure. It was also based on rational anal-
ysis and vision. Thus Crick was aware of the fact that protein synthesis had 
to be radically different from that of other macromolecules, that it had to be 
highly specific, and that it was, in all probability, controlled by the genetic 
material of the organism (Crick 1958).8 
 In his autobiography, he generalized the necessity of broad knowledge for 
carrying out good science: “It is thus not sufficient to have a rough acquaint-
ance with the experimental evidence, but rather a deep and critical knowledge 
of many different types of evidence is required, since one never knows what 
type of fact is likely to give the game away.” (Crick 1988, p. 141) At the same 
time, experimental tests were crucial to him, and Crick advised theoretical 
biologists to approach difficulties not by tinkering with their theory but by 
seeking some crucial test (Crick 1988, p. 141) (something he had done him-
self by asking Ingram to sequence the two types of Hb). Often, it is not the 
amount of data that matters, but the quality of a particular piece of evidence.  
 The cases of Pauling’s structure theory and Crick’s information theory of 
biological specificity show that in the life sciences, different answers to one 
and the same basic question can be complementary and do not have to be 
contradictory (though there are also cases of rejected knowledge, such as 
Pauling’s theory of proteins being synthesized on three-dimensional tem-
plates). Unlike Aristotle’s principle of ‘form’ – organisms’ definition or es-
sence – that he considered an immaterial principle, ‘information’ in modern 
biology cannot be separated from matter, i.e. from chemistry. It does not 
exist without the molecules of DNA or proteins, and chemical changes in 
them affect their information. Both Pauling’s structure and Crick’s infor-
mation theory were materialistic theories with Crick’s theory pointing to a 
special relationship of different macromolecules as the basis of life.  
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 Crick’s sequence hypothesis became the basis of what is called ‘big data’ 
biology today, i.e. biological and medical research that utilizes the availability 
of large amounts of sequencing and expression data (allowing simultaneous 
characterization of huge amounts of an organism’s genes and proteins and 
their interactions) and new sophisticated computational techniques. But as 
his homage to Pauling shows, he himself valued highly not only information 
biology related to nucleic acids but also chemistry and the molecular ap-
proach. Contrasting Pauling with physicist-turned molecular biologist Max 
Delbrück who did not care much for chemistry and regarded it, in Crick’s 
words, “as a rather trivial application of quantum mechanics”, Crick himself 
emphasized the importance of Pauling’s belief that the “well-established ideas 
of chemistry and, in particular, the chemistry of macromolecules” were cru-
cial for biology. (Delbrück later realized that his underestimation of chemis-
try and biochemistry was a mistake and acknowledged that molecular biology 
was not a trivial aspect of biological systems.) Pauling believed, Crick wrote, 
“that our knowledge of the various kinds of atoms and the bonds that hold 
atoms together […] would be enough to crack the mysteries of life.” (Crick 
1988, pp. 60-61) According to Crick, molecular biology was “at the heart of 
the matter”, and “almost all aspects of life are engineered at the molecular 
level, and without understanding molecules we can only have a very sketchy 
understanding of life itself” (Crick 1988, pp. 60-61). 
 The importance of molecules for understanding life has been highlighted 
by molecular biologist and philosopher Michel Morange who emphasized 
that the secret of life resides “in the systemic relationships that the chemical 
components of organisms jointly support”: “The network of chemical rela-
tions that characterizes life on earth could not exist without a certain type of 
molecule. The living world is therefore the product, both structurally and 
functionally, of a particular chemistry.” (Morange 2008, p. 143) According to 
Morange (2020), the greatest biological achievements of the past few decades, 
which also include programs such as the human genome sequencing, should 
still be understood within the molecular paradigm.  

6. Conclusion 
(i) The Duhem/Quine thesis of underdetermination of theory by data and its 
implication for the impossibility of choosing between different theories 
based on the same data, does not apply to Pauling’s and Crick’s theories of 
biological specificity and protein synthesis. It is true that these theories, like 
many theories or models in the history of biology, were based on only a few 
and nearly the same experimental data, and that they (the theories) were con-



 Data, Theory, and Scientific Belief in Early Molecular Biology 41 

 

tradictory on one of their two central aspects. But unlike what was proposed 
in the Duhem/Quine thesis (a) the two parts of the theories could be tested 
separately; (b) the theories were not equivalent, and theory choice was possi-
ble at the time on the basis of logic and knowledge outside the field in ques-
tion; (c) in their second main aspect, the theories, though different, were 
complementary and not mutually exclusive.  
 (ii) Though data were not sufficient, they were important for the genera-
tion of fruitful hypotheses. 
 Pauling’s and Crick’s theories, like most hypotheses and theories in the 
history of experimental biology, were not determined by experimental data 
alone, but data were very important. Both, Pauling and Crick actively sought 
to find experimental evidence that would support their hypotheses/theories. 
Only when they found some evidence that they thought was crucial did they 
propose their hypotheses.  
 (iii) ‘Underdetermination’ does not render the generation of hypotheses 
and theories arbitrary or purely psychological, as the proponents of the dis-
tinction of a context of discovery and context of justification suggest. 
 The fact that the generation of hypotheses is not only based on direct ex-
perimental evidence does not render this process arbitrary. In the cases of 
Pauling and Crick, what was behind the generation of a new hypothesis, in 
addition to new direct evidence, was a broad knowledge of the field in ques-
tion and of other related fields, and logical considerations, something that has 
often been called intuition. 
 The integration of approaches from different fields that were previously 
quite separate played a major role in the generation of Crick’s ‘sequence hy-
pothesis’ or ‘principle’: Crick’s and Ingram’s collaboration on the molecular 
basis of a genetic disease was the first bridge at the molecular level between 
the formerly separate fields of genetics and chemistry. This collaboration re-
sulted in providing evidence that, small as it was – a change of one amino acid 
out of a total of around 300 – Crick regarded as sufficient to support his bold 
hypothesis.  
 (iv) The necessity of subjectivity for good science. Pauling’s theory of 
biological specificity based on protein shapes and spatial complementarity, 
and Crick’s sequence principle, had a long-lasting impact on biology, where 
they were experimentally confirmed in their very essence right to the present 
time. Crick acknowledged the important role of subjectivity in good science, 
when he wrote, “I had always appreciated that the scientific way of life, like 
the religious one, needed a high degree of dedication and that one could not 
be dedicated to anything unless one believed in it passionately.” (Crick 1988, 
p. 17) The examples of Crick and Pauling support physicist-philosopher Mi-
chael Polanyi’s dictum that good science is not only based on data and exper-
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imental testing, but also on knowledge, competence, and a ‘passionate com-
mitment’ to ‘a vision of reality’ (Polanyi 1959). 
 Computer scientist Judea Pearl has critically looked at the tendency in 
mainstream statistics to always grant data priority over opinions and interpre-
tations, because data is deemed objective. According to Pearl, “unlike correla-
tion and most of the other tools of mainstream statistics, causal analysis re-
quires the user to make a subjective commitment […] Where causation is 
concerned, a grain of wise subjectivity tells us more about the real world than 
any amount of objectivity.” (Pearl & Mackenzie 2018, pp. 88-89) Pearl be-
lieves that “some statisticians to this day find it extremely hard to understand 
why some knowledge lies outside the province of statistics and why data 
alone cannot make up for lack of scientific knowledge.” (Ibid.) Knowledge 
and causal analyses are cornerstones in experimental biology, where the con-
cept of genomic causality is today at the core of genetics, developmental bi-
ology, and evolution.  
 As the case of Pauling shows, the inclusion of subjective decisions and 
beliefs into scientific theories runs the risk of leading an unwary researcher 
astray. This risk, however, is usually reduced in a critical scientific communi-
ty. However, as Pauling’s and others’ adherence to template theories of anti-
body generation shows, even when they became increasingly questionable or 
obsolete, incorrect and plainly wrong beliefs in fashionable fields promoted 
by prominent scientists sometimes have a long life (see also Deichmann & 
Müller-Hill 1998, Deichmann 2007). A reliance on data alone, however, 
would have prevented the generation of most of the seminal theories and 
concepts in the history of modern biology, among them the generation of 
Pauling’s concept of molecular specificity and molecular disease, as well as 
Crick’s ‘sequence hypothesis’ (sequence principle) that became the basis of 
the use of large amounts of sequencing data in genomics, proteomics, and 
other fields of ‘big data’ biology today. 
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Notes
 

1 According to some interpretations of Duhem, the underdetermination thesis fol-
lows from his holistic testing. The proposition of a hypothesis in physics required 
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auxiliary assumptions. If experiments falsify the hypothesis, you don’t only falsify 
the hypothesis but also the auxiliary hypotheses involved. Different scientists will 
try to accommodate the discrepancies in different manners, and thus underdeter-
mination arises (Coko 2015, chapter 5; and Zammito 2004, chapter 2).  

2 Bruno Strasser (2006) has pointed to the two competing theories of protein syn-
thesis from a different perspective than in this article. 

3 Pauling relates here to the idea of complementary structures for antibody and 
antigen that was suggested by Friedrich Breinl and Felix Haurowitz some ten 
years earlier. 

4 James V. Neel (1949) showed that sickle cell anaemia was a manifestation of a 
homozygous condition, whereas sicklemia was the result of a heterozygous condi-
tion. 

5 Bruno Strasser (1999) has examined the details of Pauling’s sickle cell anaemia 
research and its social background. 

6 A close observer of this research at the time, protein chemist Joseph Fruton, held 
that in these alleged discoveries “chemists and biochemists have been led astray by 
their penchant for numerology because they allowed imagination and intuition to 
take precedence over attention to the limits of their experimental procedures and 
the validity of their empirical data.” (Fruton 1972, pp. 151-2) 

7 This account of the influence of the information concept into the sciences is based 
on Kay (2000) and Cobb (2017). 

8 Crick referred to biochemist Alexander Dounce who pointed to the dilemma that 
protein synthesis cannot be brought about by enzyme catalyzed processes with 
the enzymes being synthesized by other protein-enzymes and so forth, and who 
had started “to look for possible solutions that would be acceptable, at least from 
the standpoint of logic. The dilemma, of course, involved the specificity of the 
protein molecule, which doubtless depends to a considerable degree on the se-
quence of amino acids in the peptide chains of the protein. The problem is to find 
a reasonably simple mechanism that could account for specific sequences without 
demanding the presence of an ever-increasing number of new specific enzymes for 
the synthesis of each new protein molecule.” (Crick 1958) Crick concluded that 
“the synthesis of proteins must be radically different from the synthesis of poly-
saccharides, lipids, co-enzymes and other small molecules; that it must be relative-
ly simple, and to a considerable extent uniform throughout Nature; that it must 
be highly specific, making few mistakes; and that in all probability it must be con-
trolled at not too many removes by the genetic material of the organism.” (Crick 
1958) 
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